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Abstract. Recently, the behaviour-based technique was received attentions for 
its ability to detect unknown viruses. However, the literature suggests that this 
technique still needs to be improved due to high false-positive rates. Addressing 
the issue, the current work-in-progress proposed an architecture utilizing the 
crowd for building an anti-virus knowledge base, which considers not only vi-
rus behaviour but also behaviour from the new applications. This architecture 
also utilized anti-virus experts in the crowd for classified objects that are un-
classified by machines. Using the classified objects, it used a machine learning 
algorithm to analyse application behaviour from the crowd for updating the 
knowledge base, and thus the corresponding anti-virus system can correctly di-
agnose and classify objects, reducing the false-positive rates. 

Keywords: Anti-virus, Behaviour-based detection technique, Business process 
crowdsourcing, Crowdsourcing, Knowledge Base, Machine learning.  

1 Introduction  

Most computer users rely on anti-virus software to protect their computers from com-
puter viruses. Although anti-virus software is offered by different vendors, it seems 
that the existing anti-virus software does not effectively protect the users. A recent 
study on six anti-virus products shows that “the anti-virus software doesn’t always 
block malware from performing code injection” (p. 69) [1]. This requires an im-
provement of anti-virus strategies, especially an improvement on detection tech-
niques. The call for improving existing detection techniques was recommended by 
several researchers [1, 2], who believe that the current detection methods are not 
enough powerful against the evolutionary of viruses. 

By and large, two detection techniques have been deployed in anti-virus systems: 
signature-based detection and behaviour-based detection [1, 3]. The signature-based 

Pedro Antunes
Thuan, N., Antunes, P., Johnstone, D., & Truong, M. (2014). An Architecture Utilizing the Crowd for Building an Anti-virus Knowledge Base In T. Dang, R. Wagner, E. Neuhold, M. Takizawa, & J. Küng (Eds.). 1st International Conference on Future Data and Security Engineering (FDSE). Ho Chi Minh City, Vietnam (Vol. 8860, pp. 164-176). Heidelberg: Springer.
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techniques, which are mainly based on the known threats’ signature, can only recog-
nize viruses from their known datasets and may have problems when viruses use ob-
fuscation or polymorphism techniques [4]. Because of the fundamental constraints, 
the behaviour-based techniques have received the focus of recent studies [3-5]. Some 
advantages of the behaviour-based approach have been highlighted in the literature. 
For instance, it can detect unknown computer viruses and new variants of existing 
viruses [5-7]. It can also avoid processing a huge number of virus samples [4], and 
adapt over time by using machine learning algorithms [8, 9].  

Although the benefits of behaviour-based techniques are well recognized, this ap-
proach still has problems for distinguishing malicious from regular behaviours [8]. In 
particular, the behaviour-based approach may lead to two types of errors. The first 
type currently considered too high [1] is false-positive detection, where benign appli-
cations are classified as malicious. For instance, Unikey, a Vietnamese-keyboard 
application, may be seen as a virus because of its hook functions, which are function-
ally similar to key logger threats. On the other hand, the second type of error is the 
false-negative. It refers to a failure identifying files containing harmful code but act-
ing (or pretending) to be normal. Examples include malicious adware programs often 
integrated into free downloaded software [10]. In these cases, end-users, rather than 
anti-virus systems, may identify abnormal activities on their computers, e.g. too high 
memory use and large network traffic. 

Addressing these errors, many studies [e.g. 11, 12, 13] propose techniques for ana-
lysing virus samples and deriving significant virus behaviour. These techniques allow 
building crucial knowledge bases over time [3]. Although these studies improved the 
overall effectiveness of the behaviour-based approach, they may not be comprehen-
sive in term of its diversity and timeliness of analysed datasets. The main reason is 
that knowledge bases have to be shaped and therefore may take time to be updated. 
Besides, by only analysing a pre-gathered virus datasets, the deriving knowledge base 
is not thorough, because it does not consider behaviour of new used applications, 
which “are unknown and therefore have no expected normal behaviour” (p. 64) [1]. 
As a result, the two aforementioned problems still remain, especially the problem of 
detecting a new benign application as a virus.  

When deploying the D32 (also known as D2) anti-virus project [14], we identified 
the problems caused by having incomplete knowledge base. Therefore, we suggest 
that end-users may play important roles in solving the problem. Users that develop 
knowledge about malicious behaviour by using applications can suggest whether 
applications are benign or malicious. Besides, collecting users’ data about application 
behaviour may help building confidence in detecting and classifying viruses. Howev-
er, the current literature does not propose any framework or technique considering the 
role of end-users in building anti-virus knowledge bases. 

Since crowdsourcing was first introduced by Howe [15] as a strategy that relies on 
the crowd to achieve specific tasks, the crowdsourcing model has been suggested for 
doing tasks that require large human resources, like building knowledge bases [16]. 
Indeed, crowdsourcing has been utilized for building knowledge bases in different 
application domains. For instance, Wikipedia is a typical example of organizations 
successfully applying a crowdsourcing strategy when using a significant number of its 



anonymous users to perform writing and editing activities [17, 18]. Recently, Vukovic 
et al. [19] deployed a crowdsourcing application to capture IT Inventory knowledge. 
Other examples of building knowledge bases by the crowd have been reported by [20-
22]. 

The current work in progress proposes a new architecture utilizing the crowd for 
building an anti-virus knowledge base. This architecture extends the research by Tru-
ong and Hoang [8] that introduced a machine learning algorithm for analysing virus 
datasets. In particular, we introduce mechanisms to collects users’ feedback on appli-
cation behaviour, and then use both internal and the crowd anti-virus experts for ana-
lysing application behaviour and classifying received feedbacks. A machine learning 
algorithm is applied to analyse these data, and results are used to update the anti-virus 
knowledge base. We call this architecture CrowdMAV (Applying Crowdsourcing to 
Machine Learning Anti-Virus System). 

The main contribution of this work-in-progress is the CrowdMAV architecture 
that, for the first time, utilizes a crowdsourcing strategy for building a knowledge base 
of an anti-virus malicious and benign behaviour. This database can reduce the detec-
tion of false-positive. Another expected contribution of the current work is its mecha-
nism to handle a huge amount of data receiving from the crowd by also utilizing anti-
virus experts from the crowd, which is known as one mechanism of result aggregation 
in the crowdsourcing field [18]. From a practical perspective, this study helps improv-
ing the overall performance of the behaviour-based technique.  

2 Related Work 

2.1 Anti-virus Detection Techniques 

A computer virus is defined as “a program that can ‘infect’ other programs by modi-
fying them to include a possibly evolved copy of itself” (p. 23) [23].  Computer virus-
es can degrade the performance of a computer by disabling, damaging and destroying 
computer resources [8], gathering private data, and using resources in unintended 
ways. With the widespread of computer viruses and malwares, anti-virus software 
from different vendors has become very popular, in trying to prevent problems by 
identifying and stopping viruses immediately when they have entered a computer [1]. 
The existing anti-virus software generally deploys one of the two following detection 
techniques: a signature-based technique and the behaviour-based technique. 

In the signature-based technique, the anti-virus software scans every received (or 
copied) file with code and compares them with known threat signatures [1]. In partic-
ular, this technique requires having an up-to-date signature database extracted from 
known threats [13], which is often updated daily by vendors. Within the database, 
each virus has a unique tag that is used to classify suspect files. When a computer 
receives a new file, the signature-based anti-virus software analyses the content of the 
received file to determine if it has known malicious tags. Although this technique was 
widely used in the past, it has two major problems. First, this technique cannot identi-



fy viruses that are not recorded in the knowledge base, including polymorphic viruses 
[1]. Second, this technique needs to analyse file code, which is difficult or sometimes 
impossible because of obfuscated or packed viruses [4]. 

Up to now, behaviour-based technique has been studied for more than a decade. 
This technique dynamically examines unknown files and monitors the file code exe-
cution in a controlled environment to detect its malicious behaviour [1]. Several types 
of behaviour are analysed. For instance, memory usage is examined in dynamic taint 
analysis [24]. Bayer et al. [4] suggest analysing execution traces. Other behaviour that 
is typically analysed is Windows API or system calls [3, 25], information flow [11] 
and network messaging [12]. Classifying the existing malicious behaviour, Hu [26] 
finds six classes of behaviour, including file-related, process-related, window-related, 
network-related, register-related, and windows-service behaviour. 

Depending on the types of behaviour that are analysed, anti-virus vendors build 
their knowledge bases, “representing the execution behaviour of a family of malware 
instances” (p. 1) [3] and consisting of rules for detecting viruses [8]. These knowledge 
bases largely influence the effectiveness of anti-virus systems. Therefore, several 
efforts have been made to develop and improve the quality and completeness of 
knowledge bases [8, 27]. However, despite these efforts, the false-positive rates re-
main high [1]. We believe that one reason for this failure is that existing anti-virus 
knowledge bases do not consider new applications used by end-users [1], and thus the 
corresponding anti-virus system may classify the benign behaviour from these appli-
cations as malicious because the knowledge bases were not updated. Another problem 
with the current knowledge bases is that virus developers are well aware of the behav-
ioural attitudes detected and developed counter measures, as stated that “we have to 
accept that virus authors are one step more ahead because they decide how to attack 
first” (p. 7) [2]. To address this problem, anti-virus software needs knowledge bases 
built from application behaviour reported by the world wide end-users. Addressing 
this need, we propose an architecture utilizing the crowd for building and extending 
the knowledge base.  

2.2 Crowdsourcing for Building Anti-Virus Knowledge Bases  

‘Crowdsourcing’ is a concept introduced in 2006 by Howe [15], who referred to 
crowdsourcing as a model utilizing the crowd for achieving organizational tasks. 
Since its introduction, crowdsourcing has been widely studied and conceptualized by 
several researchers, leading to the existence of different definitions. For instance, 
some authors compared crowdsourcing to the concept of outsourcing [15, 28]. Others 
considered crowdsourcing as a model for micro-tasks, where users provide their free 
time to accomplish particular tasks [18, 29, 30]. Recently, Estellés-Arolas and Gonzá-
lez-Ladrón-de-Guevara [31] analysed the existing definitions of crowdsourcing, and 
proposed an integrated definition. However, the definition is wordy and complex [32], 
thus we already adapted and simplified in into the following definition in our previous 
work [33], which is also used in the current study. 



Crowdsourcing is defined as an online strategy, in which an organisation 
proposes defined task(s) to the members of the crowd via a flexible open call. 
By undertaking the task(s), the members contribute their work, knowledge, 
skills and/or experience, and receive reward. The organisation will obtain 
these contributions and utilize the results for the defined goals. 

Literature has also showed that crowdsourcing can be utilized for different applica-
tions. Howe [15] discusses the concept of crowdsourcing through several real busi-
ness applications, including iStockphoto for images exchange, InnoCentive for prob-
lem solving, and Amazon Mechanical Turk for micro tasks. Not only limited to busi-
ness applications, crowdsourcing can also be applied in scientific research [34], urban 
planning [35], and cultural heritage [36]. Through the success of these initiatives, the 
literature recommends that crowdsourcing can leverage expertise, information, skills, 
and labour [37-39]. In particular, crowdsourcing is very helpful for tasks that need a 
large amount of human labour and cognitive abilities that are hard for computers to 
reproduce [30, 40]. 

Given the ability of crowdsourcing for achieving tasks that cannot be automated 
and need large workforce, using the crowd for building anti-virus knowledge bases 
seems a promising approach. Indeed several studies have reported their success on 
utilizing crowdsourcing for building knowledge bases in a variety of contexts [19, 20] 
[41]. To clarify more, here we introduce two interesting cases. The first case is the 
well-known encyclopaedia, Wikipedia, which is one of the most successful stories of 
using the crowd to perform tasks in the last decade. Since its introduction in 2001, this 
encyclopaedia has achieved 21 million users [42], who are both readers and contribu-
tors for contents of the encyclopaedia. It would certainly be impossible for Wikipedia 
to build one of the largest knowledge bases in human history without utilizing the 
ability of the crowd. The second case is reported by McCoy et al. [41], where 
crowdsourcing was applied to build a knowledge base in the medical area, which 
requires high knowledgeable and precise information. Utilizing the crowd for generat-
ing problem–medication pairs, these authors concluded that “crowdsourcing is an 
effective, inexpensive method for generating an accurate, up-to-date problem-
medication knowledge base,” (p. 5) [41].  

In spite of these promising capabilities, only a few studies have considered 
crowdsourcing in the context of virus detection, where the crowd inputs can help 
overcoming high false-positive rates, as discussed in Section 2.1. One of these studies 
is the work by Burguera et al. [43]. Focusing on the Android platform, these authors 
proposed a framework collecting application data to detect malwares in Android de-
vices. Utilizing data from end-users for detecting viruses, our framework however is 
different from the work by Burguera et al. [43] in two aspects. First, we are not lim-
ited to Android malware, but address viruses and malware in general. Second, the 
users’ inputs in our architecture will be processed by internal and crowd anti-virus 
experts, and then a machine learning algorithm is applied for building the anti-virus 
knowledge base. 



3 Utilizing the Crowd for Building an Anti-virus Knowledge 
Base  

In this section, we propose an architecture utilizing the crowd for building an anti-
virus knowledge base. As the architecture utilizes crowdsourcing to extend the Ma-
chine Learning Approach to Anti-virus System [8], we named it CrowdMAV. This 
section starts by overviewing on the business process crowdsourcing of CrowdMAV, 
which involves three main activities (Fig. 1). 

First, an open-call is delivered to the internet users, asking them for providing in-
puts to the CrowdMAV. The call is delivered to the crowd through two channels. It is 
posted in the official D32 anti-virus website [14], along with a delivery of a trial ver-
sion of the D32 anti-virus software (D32). For existing D32 users, D32 shows a mes-
sage asking their participation in the crowdsourcing process. Currently, we provide a 
trial (or extended) period of using D32 as an incentive for user participation. 

Open call (Ask the crowd 
for inputs) Crowd inputs

The anti-virus 
database

Internet	  users

Benign applications 
with some unusual behaviours

Suspect applications

Viruses

Website

Suspect applications

Website

Benign applications

Generated output files

D32	  users

General
contributors

Results aggregation 

 

Fig. 1. Business process crowdsourcing of CrowdMAV 



Second, when participating in the CrowdMAV, D32 users or general contributors 
submit their inputs. For D32 users, the anti-virus software automatically asks users to 
confirm the suspect behaviour. Alternatively, D32 users can also manually raise sus-
pect application behaviour and send their inputs when they found virus-related prob-
lems, such as benign applications that were detected as viruses, slow response, or 
unauthorised access to a website. In these cases, these users can activate a form within 
D32, which then guides their submission. Other general contributors, who may use 
anti-virus software different from D32, can also submit their inputs through the 
CrowdMAV website or send emails. We note that although the inputs can be submit-
ted through different channels, they should include the following information: at-
tached file(s), whether the files should be seen as virus or benign applications that 
were wrongly detected as a virus, the suspect behaviour, e.g. unauthorized access to a 
website or continuously reading the hard disk, and user messages that provide more 
information for the submission. For those who use D32, we additionally collect appli-
cation behaviour-related data, but personal data will not be collected. We note that 
each user over time can provide more than one submission to the CrowdMAV. 

The final activity is related to results aggregation. The users’ inputs coming from 
different channels are sent to the anti-virus server. Receiving these inputs, the server 
processes each one as a dataset. Thus, the larger numbers of users participate in the 
CrowdMAV, the more datasets can be collected and processed by the server, leading 
to more thorough anti-virus knowledge base by the end. Aligning with the classifica-
tion by [44], the server classifies the datasets into three groups: suspect, benign, and 
unclassified objects. This classification is based on the users’ suggestions included 
within the inputs. If the users’ inputs are consistent on whether an application is sus-
pect or benign, this application is classified to the corresponding group. If there are 
conflicted user opinions on certain datasets, e.g. new software that is suggested as a 
malicious application by some users but seen as a benign application by other users, 
the datasets are grouped as unclassified objects. All groups of datasets are then updat-
ed into the database, and the CrowdMAV will use these datasets to develop the anti-
virus knowledge base, as presented in the following architecture. 

3.1 The architecture of CrowdMAV 

The results from the previous process are aggregated by CrowdMAV. Fig. 2 shows 
the architecture of the CrowdMAV, which relies on three components. The first com-
ponent is virus detection, which is responsible for analysing the datasets received by 
the anti-virus server to detect viruses and malware. The virus detection is processed 
by the Virus Scanning Agent (VSA) that is also embedded in the D32 anti-virus soft-
ware (D32) [8]. One can argue that the users have already used D32 to scan these files 
in their own computers before sending them to the server, and therefore rescan is 
unnecessary. The reason for doing it again in the architecture is that the users’ D32 
installation is not always up-to-date, while the VSA in CrowdMAV uses the latest 
anti-virus knowledge base. As a result, the VSA can automatically classify some files 
without further processing. In particular, the detected and classified objects are 
checked against the anti-virus knowledge base. Regarding the three aforementioned 



groups of datasets, we believe that the VSA is effective in processing the suspect 
group because it is regularly updated with new virus samples collected from different 
sources, e.g. http://openmalware.org. This component can also classify some files in 
the unclassified object group. However, this component faces difficulties when classi-
fying the last group that were suggested as malicious applications by the anti-virus 
software but reported as benign files by users.  

The objects that cannot be classified by the virus detection are analysed by expert 
evaluation (Component 2). As a crowdsourcing approach often returns a huge amount 
of data [22], i.e. unclassified objects in our case, we combined our available experts 
with the experts in the crowd for evaluation. The decision on who will be considered 
as experts and invited to participant in the evaluation is made by the D2 company. 
After invited, these experts are communicated through a web application, similar to 
the work by [19]. This application then chooses the most frequent unclassified objects 
received from the users to ask for expert evaluation. It then provides a controlled en-
vironment for each expert to execute unclassified objects. Using some heuristics [45], 
the expert makes his decision on the classified objects. In case the decisions are con-
sensus, it is the final decision on object classification. In case of conflicted decisions, 
i.e. malicious or benign, the decision supported by the majority of experts will be 
chosen as the final decision. The results are updated into the knowledge base. We 
note that the results of this component are not only classified objects, but also new 
suggested rules and application behaviour for detection and classification. 
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Fig. 2. The architecture of the CrowdMAV for building the anti-virus knowledge base 

As a result of these two components, new objects are classified in the knowledge 
base. Using the updated knowledge base, the machine learning component (compo-



nent 3) is responsible for discovering new detection rules. Extending from the work 
by Truong and Hoang [8], the machine learning is firstly trained using a list of known 
virus samples and benign files. As the list evolves, the component updates its detec-
tion rules based on the rules suggested by both internal and crowd experts. Finally, 
the machine learning component will be retrained over the updated knowledge base. 
As a result, new application behaviour and detection rules are identified and added to 
the anti-virus knowledge base.  

4 Implementation (Work-in-progress) 

A part of this work has already been implemented. In particular, we have already 
developed the virus detection as an application and collect a number of virus sample 
that will be used for training the machine learning (Virus Scan function and Database 
Status in Fig. 3).  
 

 
Fig. 3. Virus detection component and known virus database 

 
Within D32, users can access the ‘reports’ function to call the submission form 

(Reports function in Fig. 3). The detailed submission form is presented in Fig. 4. For 
internet users, they can use our website for submitting suspect applications [14]. 
However, the form and website for collecting data need to be extended as currently 
they are focusing on collecting suspect files. In particular, the extension should focus 
on gathering data that meet the new structure of the anti-virus knowledge base, and 
thus should include the following data: suspect files, whether the files are virus or 
benign, their suspect behaviour, and messages from the users. 



We also deployed the anti-virus server in order to collect users input from D32 and 
the website [14]. We are implementing the process required to aggregate users’ sub-
missions. In the expert evaluation component, although we already have a team of 
internal experts, we need to engage more experts from the crowd for detecting viruses 
and classifying suspect objects. Consequently, a web application for these experts to 
communicate and process their classification activities is needed. Another activity that 
is receiving our focus is the extension of the machine learning algorithm proposed by 
[8] to improve its ability of learning, corresponding to the new knowledge base struc-
tures. Additionally, some parts of the current user interface in D32 website are pre-
sented in Vietnamese, and need to be translated into English.  

 

 
Fig. 4. A form for submitting users’ inputs  

5 Conclusion and Future Work 

We proposed CrowdMAV, an architecture for updating the anti-virus knowledge base 
utilizing the crowdsourcing strategy. Addressing the high false-positive rates found in 
the behaviour-based techniques [1], our architecture utilized users’ inputs in order to 
extend the anti-virus knowledge base. The users’ inputs are first classified by the 
VSA and then by expert evaluation, in which we also suggested a crowdsourcing 
approach by combining internal and crowd experts. The classified data are mined by 
the machine learning algorithm [8], resulting in new rules and new objects classified 
in the knowledge base. By doing so, the knowledge base includes new information 
learned from the crowd, and as a result, the system can correctly diagnose and classify 
objects that could not be classified previously. 



In comparison to other studies [3, 4, 11, 25], our work has a similar aim to improve 
the effectiveness of behaviour-base detection techniques. However, we chose a differ-
ent focus. While other works focus on analysing application behaviour to detect be-
nign and malicious applications [3, 4, 11, 25], our architecture aims at building a 
comprehensive knowledge base, necessary for the analysis. Although this focus has 
received attention from several anti-virus vendors, such as Norton anti-virus from 
Symantec [46] and Malware Protection Centre from Microsoft [47], only a few stud-
ies examined the use of crowdsourcing to improve anti-virus knowledge base (e.g.  
[43]). Our architecture fulfils this gap by proposing an architecture considering the 
role of crowdsourcing for building the anti-virus knowledge base.  

From a practical point of view, our framework, by enriching the anti-virus 
knowledge base, can improve the performance of the behaviour-based technique. To 
an extent, although our architecture is targeted to the D32 anti-virus software, we 
believe that this approach can also be applied to other anti-virus systems. It can also 
be combined with other detection techniques, i.e. signature-based techniques. As seen 
via Fig. 2, our architecture also updates the know virus database, which can enrich the 
virus sample for the signature-based techniques.  

Given that this is a work in progress, we acknowledge that future studies are need-
ed to solidify the architecture. In particular, the future work should be seen from two 
perspectives: crowdsourcing and anti-virus systems. From crowdsourcing point of 
view, the business process crowdsourcing in the current study addressed three activi-
ties (Fig. 1). We understand that business process crowdsourcing involves other as-
pects, such as incentive mechanism, crowd management, and workflow design [48], 
which need to be considered in further development of our architecture. From an anti-
virus systems’ view, we need to complete the machine learning algorithm with the 
new knowledge base and test the effectiveness of the architecture. This effectiveness 
should base on not only the number of correctly recognized viruses (true positive and 
true negative rates) but also false-positive and false negative rates, which reflect the 
current limitation of the behaviour-based techniques [1]. 
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