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Abstract 

In this paper we address the problem of information overload in synchronous group 
work: the large quantity of information, multiple information sources, and the need to 
sustain reciprocal interdependence have a negative impact on the capacity to attend to 
the group. We propose a group attention model characterizing the dynamic coupling 
between the group members and the mediating technology. Based on that model, we 
developed a compensation mechanism capable to estimate the most adequate time to 
raise the users’ attention to the group. We describe how this compensation mechanism 
was applied to synchronous brainstorming and present results from a laboratory 
experiment. The obtained results indicate that groups using the compensation 
mechanism produced 9.6% more ideas when compared to the control groups. A detailed 
post-hoc analysis of the data obtained in the experiment also indicates that users using 
the compensation mechanism had 7.5 seconds of extra uninterrupted time to think about 
and type an idea, which they began to write 6.4 seconds sooner, and completed in 4.2 
seconds less time. 

1. Introduction 

Information overload is a challenging problem in our information-rich world. In 2003 it 
was estimated the production of 23 Exabytes of new information, of which about 530 
Petabytes were accounted to Internet contents, including Web pages, e-mail messages 
and persistent conversations (Lyman and Varian 2003). Such an immense quantity of 
information, of which only a very small fraction is ever needed, makes heavy demands 
on human and organizational processing capabilities. 

We find accumulated evidence that information overload causes multiple problems to 
individuals, including the buildup of stress and confusion, and a greater propensity for 
human error (Reason 1990; Dekker 2006, Eppler and Mengis 2006). And we also find 
evidence of the same problem occurring at the organizational level (Simon 1971; 
Reason 1997). For instance, sense-making (Weick 1995) and situation awareness 
(Endsley 2003) are two examples of organizational-level cognitive functions that may 
be negatively influenced by information overload. 

As it always happens with wicked problems, information overload may at the same time 
be a cause and an effect. And it also may be associated with many other phenomena, 
according to the stance one assumes regarding the problem. We may for instance regard 
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information overload as being caused by the rise of information quantity, ambiguity and 
uncertainty, task complexity and interdependencies, new technologies, shortened life-
cycles, too many standards, simultaneous inputs of information, in diverse scopes such 
as optimality of decision-making, search strategies and extent of information-retrieval, 
sense of control in communication processes, information coherence in knowledge 
management, and disposition to learning, to name just a few (Eppler and Mengis 2006). 

Researchers have pointed out that technology and organizations have been evolving 
towards increasing complexity (Perrow 1999). The trend shows that organizations are 
moving from mechanization, to automation, and then to joint cognitive systems 
(Hollnagel and Woods 2005), accentuating the importance of groups and collaboration. 
We expect this trend to continue in the next years, which will certainly emphasize the 
importance of studying the impact of information overload in group work. 

Dealing with information overload at the group level is challenging. On the one hand, 
we have to consider the group members may establish and maintain multiple 
communication channels. The number of communication channels and overall 
information exchange will therefore increase with the group size, which may lead to 
information overload. This perspective has been used to explain the well-known 
“mythical man month” paradox, where bringing more people to a delayed project will 
inevitably delay it further, since people will spend more time communicating (Brooks 
1975). 

Furthermore, discussing group work also leads to a discussion on task interdependence, 
that is, the extent the group members depend on each other to accomplish the task. 
According to Van de Ven and Delbecq (1976), we may find three increasing levels of 
interdependence: pooled, sequential and reciprocal. In the pooled situation, the 
participants work in parallel tasks and do not actually depend on each other. In the 
sequential case, the tasks are done sequentially and thus some group members rely on 
the others to timely finish their tasks. The reciprocal case is the most demanding one, as 
work becomes a joint effort where all the members depend mutually on each other to 
accomplish the task. Regarding information exchange, we observe that reciprocal 
interdependence is the most demanding type of group work and the one that most 
clearly leads to information overload: the group participants have to attend to multiple 
information flows in a timely, cohesive and often projected way. 

The discussion on interdependence brings the distinctions between synchronous and 
asynchronous collaboration (Tung and Turban 1998). In asynchronous collaboration the 
group members are not dependent on time to interact with the group. In this context 
information overload is mostly related with the cognitive capability to process and make 
sense of information, finding cues, analyzing meaningful interpretations and enacting 
consequent activities (Weick 2001). On the contrary, synchronous collaboration is 
sustained on timely interaction. The outcome is that information overload is more 
related with time-related phenomena such as attention failures, interruptions and 
distractions, time pressure and mental workload (Reason 2008). 

This paper studies information overload (1) at the reciprocal task interdependence level 
and (2) concerning synchronous collaboration. So we are addressing the most complex 
and demanding working conditions. Furthermore, within all possible time-related 
phenomena, we will only consider the phenomenon of (3) attending to the group. 



In Figure 1 we present a roadmap of our research. It is based on the assumption that a 
large quantity of information, multiple information sources and the need to sustain 
reciprocal interdependence will lead to an overload of synchronous information and 
consequently to decreased capacity to attend to the group and loss of group 
performance. The study presented in this paper seeks to understand if active 
compensation mechanisms are capable to recover the capacity to attend the group and 
therefore increase group performance. 

 
Figure 1: Research framework 

The paper is organized as follows. We start by reviewing the related work, focusing on 
human attention and the use of computers to improve human attention. In Section 3 we 
propose our group attention model. Based on the proposed model, in Section 4 we 
discuss how to improve group attention in synchronous brainstorming using a software 
component named opportunity seeker. This section also describes the tool developed to 
try out the opportunity seeker. Section 5 is devoted to characterize the laboratory 
experiment. The obtained results are detailed in Section 6 and discussed in Section 7. 
Finally, in Section 8 we present our conclusions and point out future work. 

2. Related work 

Group attention is the main phenomenon studied in this paper. Considering our 
particular research context, we define group attention as: the capacity to attend to 
synchronous information delivered by the group members with the purpose of 
maintaining reciprocal interdependence. In the following we start by introducing 
attention in a general scope, moving then to an overview of technology support to group 
attention. 

2.1. Human attention 

Human attention is associated with the selection of relevant information and the 
attenuation or discard of non-relevant data. It is a cognitive process that optimizes the 
use of our cognitive resources so that we may perceive or act accurately and quickly 
(Sternberg 2003; Anderson 2005). 

Over the decades, psychologists have been identifying the goals and limitations of 
human attention. The goals of attention are usually defined in terms of accuracy and 
speed responding, both contributing to decrease task execution times (LaBerge 1999). 



Accuracy occurs when we successfully remove or attenuate the influences of extraneous 
and confusing information. For example, the “cocktail party” phenomenon, that is, the 
ability to keep track of a conversation in a crowded room (Conway, Cowan et al. 2001), 
is related with this goal. Technology may contribute to accuracy by filtering irrelevant 
or less important information. For instance, some popular electronic discussion forums 
display contributions according to the relevance attributed by the participants, graying 
out the less relevant ones. 

Speed responding manifests when we are able to respond faster to anticipated events 
and almost always involves a clear expectation of when to initiate the response. 
Technology may improve speed responding by detecting and interpreting the user’s 
activities. For instance, popular Internet instant messengers provide anticipatory cues 
when users start typing a message, preparing the other users to the imminent arrival of 
new messages. 

Human attention is limited. In fact, some limitations are known to occur even after 
tremendous training and strict safety rules (Perrow 1999). One such limitation is the 
“attentional blink” phenomenon: a delay between paying attention to one object or task 
and attending to the next stimulus (Dehaene, Changeux et al. 2006). Still, there is 
evidence that the response time to a stimulus may be reduced if the time between 
attention switches is made longer and, in particular, constant (Roda and Thomas 2006). 
Groups may have difficulties dealing with attentional blinks, since parallel synchronous 
tasks may generate a high rate of unexpected cues. 

Another attentional phenomenon is “change blindness,” which manifests itself when we 
fail to notice changes, even dramatic ones (Dehaene, Changeux et al. 2006). As long as 
the change matches the context, for instance, swapping persons during a brief 
conversation, we may simply miss the change (Anderson 2005). If we do want to check 
if anything has changed, then we may have to engage in a very slow process of scanning 
the surrounding context. This happens because, although we can attend to four or five 
objects simultaneously, we may only detect one change at a time (Simons and Rensink 
2005). 

The effect of change blindness in groups is quite pertinent, since groups share a 
common context; and the presence of several contributors stimulates scenarios in which 
multiple changes may occur simultaneously. This creates the conditions for people not 
noticing changes, which may affect the ability to catch up with the group. 

To compensate for change blindness, technology may highlight changes so they occur 
less frequently and are easier to notice. One example of this approach is the use of a 
bold typeface for new messages displayed in e-mail inboxes. 

2.2. Attention support 

The idea of using computers to improve human attention is the core research stream 
known as Attentive User Interfaces, or AUI (Vertegaal 2003; Roda and Thomas 2006). 
A prime motivation for AUI is the recognition that as the needs for information and 
communication rise so do the costs of not paying attention and being interrupted. So, 
instead of assuming that users take the full responsibility for managing their own 
attention, AUI afford to establish, optimize and negotiate the priorities for presenting 
information. 



Most research on AUI has been experimenting with various devices capable of 
detecting human attention and informing the computer about human behavior. This 
includes using eye-trackers and body orientation, physiological, pupil dilatation, and 
heart rate sensors (Vertegaal 1999; Chen and Vertegaal 2004; Vertegaal, Shell et al. 
2006). 

Another research line concerns enhancing the human-computer interaction. The major 
goal is allowing the users to remain focused on their primary task without getting too 
much distracted by secondary, typically unrelated and unexpected tasks. For instance, 
Horvitz et al (2003) applied statistical models to estimate and balance the value of 
information against the cost of interrupting the user, based on cues about the working 
environment, including past activities, work patterns and even appointments in the 
personal calendar. Fogarty et al (2005) developed a method to estimate the best time to 
interrupt users using software development environments, based on salient tasks such as 
coding, scrolling code, debugging, and others. And Iqbal et al (2005) combined cues 
about mental workload with hierarchical task models to predict the most adequate time 
to interrupt the users. 

2.3. Attention support in group work 

Research on attention support to group work has mainly focused on the use of eye-
trackers to facilitate the detection of who is talking in remote meetings. The GAZE 
system does this automatically with an eye-tracker placed in front of each user and uses 
photos to give cues about who is talking and who is listening (Vertegaal 1999). 

In GAZE-2, the users’ photos are substituted by live video feeds. In this system, each 
user’s face is captured by three video cameras at different angles. An automated camera 
director chooses the video feeds based upon the amount of parallax error as determined 
by the eye-tracker (Vertegaal, Weevers et al. 2003). As in GAZE, the users’ virtual 
representations are rotated to reflect their focus of attention, typically directed towards 
the current speaker. Moreover, as the angle of rotation increases, the quality of the video 
stream is intentionally reduced. In other words, full video quality is granted only to the 
user who is being fixated upon by the other users. According to the authors, this 
technique is based upon our natural limitations concerning peripheral vision.  

Another GAZE-2 feature is automatically filtering voices when multiple conversations 
are being held at the same time. Depending upon the focus of attention, the audio 
streams are amplified and attenuated, but not completely eliminated. 

The concepts studied in GAZE-2 were further explored in eyeView, which supports 
large remote meetings by manipulating the sizes of video windows and the voice 
volumes of each group member according to the their focus of attention (Jenkin, 
McGeachie et al. 2005). 

So far the available research studies seem to primarily focus on evaluating the enhanced 
input/output devices. The study of their impact on the actual group work is yet to be 
done. Furthermore, these research studies continue to conceptualize work as a primary 
task often interrupted by events triggering secondary tasks necessary to attend to the 
other group members or to maintain awareness about what they are doing. 



However, is has been found that groups, instead of doing a single extensive task with 
few interruptions, often execute a series of intertwined and constantly interrupted tasks 
(McDaniel, Olson et al. 1996). In this perspective, the distinctions between primary and 
secondary tasks are less defined and therefore their impact on attention should be 
further analyzed. 

3. Group attention model 

The proposed model may be considered a specialization of the Model Human Processor, 
or MHP (Card, Moran et al. 1983), offering a selective view over the cognitive 
processes necessary to pay attention to the group. The MHP has been widely adopted to 
describe human-computer interaction at the cognitive level. It represents human 
information processing based upon perceptual, motor, and cognitive processors, as well 
as working and long-term memories. The MHP assumes the user interacts with the 
computer according to the following cycle of events: 

• The user acts upon the user-interface (UI), say, by moving the mouse with the hand; 
• The UI responds with feedback information, for example, moving the mouse pointer 

(visual feedback);  
• The user captures the information conveyed by the UI, for instance, recognizing 

where the mouse pointer is; 
• The user interprets the information supplied by the UI and decides what to do next. 

Feedback serves the fundamental purpose to dynamically couple human action with the 
computer response (Douglas and Kirkpatrick 1999). Feedback occurs almost constantly 
during human-computer interaction, to the point that users find it disturbing when the 
user-interface does not give immediate feedback.  

Actually, feedback is not the only dynamically coupling element we find in human-
computer interaction. Feedforward is another key element, having one important 
difference to feedback: it does not emerge as a response to the user’s actions, but 
instead serves to stimulate human response (Wensveen, Djajadiningrat et al. 2004). The 
following cycle of events illustrates the differences to feedback: 

• The user-interface delivers feedforward to the user, for example, showing that two 
buttons may be pressed; 

• The user captures the information conveyed by the UI, for instance, recognizing the 
associated functions; 

• The user interprets the information supplied by the UI and decides what to do next; 
• The user acts upon the UI, for example, by pressing one button. 

Regarding group work, we should extend the MHP characterization to accommodate the 
dynamic coupling between individual actions, computer mediation and group response. 
This may be described with the following cycle of events: 

• One user acts upon the user-interface;  
• The UI responds to the user with feedback information;  
• Furthermore, the UI delivers feedthrough information to the other users, making 

them aware of the actions upon the UI done by the user;  



• The group members interpret the information supplied by the UI and decide what to 
do next. 

Feedthrough is the technology-mediated transmitting of cues to multiple users reporting 
on actions executed by one user. Feedthrough is necessary to provide group awareness 
and to construct meaningful contexts for collaboration (Hill and Gutwin 2003). Without 
feedthrough, users would be able to work in parallel and perhaps coordinate their 
activities, but would be unable to sustain the synchronous information flows necessary 
to build reciprocal interdependence. 

A simple way to support feedthrough is by multiplexing feedback information to several 
users. But more interestingly, feedthrough does not have to exactly match feedback, 
since the computer may support various communication channels and control the 
timing, granularity and other attributes of the information being delivered. Various 
levels of feedthrough information may therefore be supported: 

• Media feeds: includes the synchronous transmission of audio, video, gestures and 
body language, such as supported by audio and video conferencing systems; 

• Low-level user-interface feeds: includes, for example, multiplexing keyboard and 
mouse movements. In the former case, a user would be able to see what others were 
typing, say, in a shared text document; in the latter, multiple mouse pointers would 
appear on the computer display, one per user (these are called telepointers); 

• High-level user-interface feeds: delivering information about the manipulation of UI 
elements, such as buttons, menus, input data fields, and others, which augment the 
information conveyed by low-level user-interface feeds. For instance, instead of 
only seeing telepointers, users would be able to notice that a user is choosing a 
particular menu option; 

• Application-level feeds: delivering only the events relevant to the application using 
filtering and aggregation mechanisms, for instance, by only delivering information 
that matches some user-defined criteria or by only showing complete sentences 
rather than individual keystrokes (as in popular instant messengers). 

Based on the above analysis of the main elements dedicated to dynamically couple 
human action with the computer, we may finally propose a group attention model. See 
Figure 2 for details. First, we shall consider the model concerns a group of users 
interacting with and through a user-interface. All the interaction may be conceived 
according to an information processing lifecycle where users act upon the UI, receive a 
set of cues and continue acting upon the UI. According to this model, group attention 
concerns the perceptual response and interpretation of the cues delivered by the UI. 



 
Figure 2: Group attention model 

The set of cues that we have identified are: 

• Feedback: cues about the actions invoked by the user in the user-interface; 
• Feedforward: cues about action possibilities set by the UI; 
• Feedthrough: cues about the actions invoked by other users in the UI, including 

media, user-interface and application feeds. 

4. Improving group attention 

Improving group attention deals with conciliating the needs to keep the users mindful of 
the group and reducing information overload. Based on the model described in the 
previous section, we may rephrase the main goal of improving group attention as: 
reducing feedthrough information while at the same time keeping the users mindful of 
the actions performed by the group. 

This goal is accomplished with a compensation mechanism developed to control how 
the feedthrough information is delivered to the users. This compensation mechanism 
was implemented in a synchronous brainstorming tool specifically developed with the 
purpose to conduct laboratory experiments. We will start by discussing the basic 
assumptions behind the functionality of the compensation mechanism and then will 
discuss in detail the developed tool. 

The compensation mechanism is designated opportunity seeker. The opportunity seeker 
handles exclusively the user-interface and application feeds. We do not currently 
address media feeds. The opportunity seeker collects the events associated to 
feedthrough in a buffer and automatically manages the timing and quantity of 
information delivered to each user based upon criteria that try to optimize the 
opportunity for raising attention. 

Regarding this criteria, we note there is a trade-off in managing the timing of deliveries, 
in that too few may give the wrong impression about what the group is doing, damaging 
synchronous work and reciprocal interdependence, while too many deliveries may 
become distracting, reducing the capacity to effectively attend to the group. We address 
this trade-off by leveraging the alternation between two main activities: acting upon the 
user-interface (UI) and attending to feedthrough (see Figure 3). 



 
Figure 3: Conceptual view of the opportunity seeker, showing the feedthrough flows 

being directed to an internal buffer, whose contents are gradually delivered in batches to 
the user as s/he switches tasks. The opportunity seeker manages one buffer per user 

Based on research done by Bailey and Konstan (2006), we consider the best 
opportunities for raising attention occur at the boundaries between consecutive tasks, 
such as editing a piece of text, moving an object, giving a comment, and others. As we 
mentioned earlier, group work tends to be fragmented in various small tasks rather than 
one longer task, thus the opportunity seeker should have plenty of occasions to deliver 
feedthrough information immediately after it detects the end of one of those small tasks. 

This choice of providing feedthrough between consecutive tasks is well aligned with the 
results of a study about dual-task interference in group support systems, which showed 
that participants in a text discussion had more difficulties in processing new information 
because of the need to simultaneously contribute to the discussion (Henninger, Dennis 
et al 2006). Consequently, the authors proposed the introduction of formal stages so that 
the users stayed focused on one task at a time. We note, however, that this somewhat 
artificial adaptation of the initial task is not needed with the opportunity seeker as long 
as it is possible to automatically determine task boundaries. 

Concerning the optimal quantity of feedthrough information delivered at once by the 
opportunity seeker, we could not find guidance in the research literature. The purpose is 
to avoid overloading the user with too much information and, therefore, a small batch 
should be defined. But a small batch also means that feedthrough information may stay 
longer in the buffer, which should be avoided. As we describe later, we had to 
empirically define the batch size. 

Of course, we also have to consider what to do when the users pause doing work. In 
these situations, if there is undelivered feedthrough in the buffer and after a predefined 
timeout, then the opportunity seeker should deliver feedthrough (considering the batch 
size mentioned above). Our assumption is that raising the users’ attention in these 
circumstances may contribute to sustain reciprocal interdependence. 

4.1. Synchronous brainstorming 

A synchronous brainstorming tool allows users producing as many ideas as possible in a 
short time period, using computer technology to support parallel activities in remote and 
local places. Brainstorming tools have been the subject of much experimental research 
(Gallupe, Dennis et al. 1992; Dennis and Valacich 1993; Gallupe, Cooper et al. 1994; 
Dennis and Williams 2003; Dennis and Reinicke 2004), which gives a good opportunity 
for benchmarking our own experiment. 

The rules of brainstorming (Osborn 1963) encourage the participants to accomplish two 
cognitive tasks: production of as many ideas as possible, because quantity is wanted; 



and cognitive stimulation by glimpsing the others’ ideas. Regarding the production task, 
one of the positive effects of synchronous brainstorming is supporting parallel work. 
The users may develop ideas in parallel, which reduces production blocking and 
improves the group’s productivity expressed by the raw quantity of ideas generated by 
the group (Gallupe, Bastianutti et al. 1991; Pinsonneault, Barki et al. 1999). 

Cognitive stimulation is more challenging however: as the number of ideas increases, 
for example, because the group is inspired or the group size is large, the users may 
become distracted by the interruptions and ultimately be unable to divide their attention 
between producing ideas and glimpsing the others’ ideas. If incorrectly implemented, 
the synchronous brainstorming tools may indeed cause information overload. This 
effect may explain why some experiments with brainstorming have been equivocal 
(Pinsonneault, Barki et al. 1999). 

We developed the opportunity seeker exactly to compensate this type of information 
overload: as the number of ideas from others increases, the opportunity seeker will store 
them in a buffer until determining the best moment to raise the user’s attention with 
feedthrough. The Attentive Brainstorming Tool (!"#$$%) was developed and 
instrumented to research the functionality of the opportunity seeker. 

The major practical challenge regarding the !"#$$% development was adapting the 
theoretical concepts behind the opportunity seeker to the concrete aspects of 
synchronous brainstorming. As previously discussed, the opportunity seeker leverages 
the alternation between two main activities: (1) acting upon the user-interface, which we 
could now designate production; and (2) attending to feedthrough, which corresponds to 
stimulation in our brainstorming context. In order to alternate between production and 
stimulation, the opportunity seeker must determine the boundaries between two 
consecutive production tasks. 

We adopted an empirical approach to determine these boundaries. We asked several 
groups of five volunteers to participate in synchronous brainstorming sessions using the 
!"#$$% with the opportunity seeker inactive (supplying immediate feedthrough). 
Beyond the interaction with !"#$$%, no other communication was allowed. 

We then recorded three types of events: (a) user key presses while typing ideas; (b) the 
moments when the users submitted ideas to the group; and (c) the instants when 
feedthrough was delivered to the user’s computer screens. 
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Figure 4: User and group activity during a brainstorming session 

Figure 4 shows a sample of the data we obtained and illustrates the results from an 
entire 15-minutes session in which 152 ideas were produced. From the evidence we 
collected three patterns of user activity emerged: (1) users usually did not stop typing 
when they received feedthrough, thus, we assume they continued focused on the 
production task; (2) users typically paused after putting forward an idea, presumably to 
keep up with the group; and (3) there were numerous periods of time with no typing 
activity (not shown in Figure 4). 

Based upon these patterns, we hypothesize that a task boundary occurs when the user 
submits an idea. The opportunity to get the user’s attention to the group would therefore 
occur immediately after the user submits an idea. 

In addition, since we observed several periods of typing inactivity, we confirmed the 
need to incorporate a timeout in the opportunity seeker, necessary to trigger the user’s 
attention even if no task boundary was detected. Based on our empirical observations, 
the set period of inactivity was 10 seconds. Figure 5 shows the state transition diagram 
that models the user as assumed by the opportunity seeker in !"#$$%. 

 

 

Figure 5: Model of user behavior adopted by the opportunity seeker in !"#$$% 

Another feature of the opportunity seeker is that it imposes a limit on the number of 
ideas from others that can be displayed at once. Again based on our empirical 
observations, the limit was set to 10 ideas. This limit avoids overloading the user with 



too many stimuli. The empirical assumptions defined for the opportunity seeker will be 
further discussed with the presentation of our experimental results. 

4.2. Software architecture and design 

Technically, !"#$$% is characterized by a client-server architecture, in which the server 
mediates the information flows. The server also collects performance data, which is 
stored in an XML log. The purpose of the clients, one per user, is to receive input from 
the users and pass it on to the server, and to display new ideas as they become available 
from the server. 

!"#$$% is written in C# and is based upon the Microsoft .NET Framework 2.0. 
Communication between the clients and the server is done via TCP/IP sockets and all 
messages (ideas, key presses, users joining or retiring the group, sessions starting or 
ending) are automatically serialized and de-serialized using "&'()*+$),(--.) objects 
attached to /.-0$)12-).(, instances. 

Within the client and server applications, messages are propagated using events, to 
which consumer objects will subscribe. Given that almost all data classes in !"#$$% 
handle message events, including the user-interface, opportunity seeker and other 
classes responsible for exchanging network messages, we specified the 34('5%.67.68
6(9.6 interface and the default implementation for it, :.;(<%-4('5%.67.66(9.6, which 
relies on reflection to allow those classes to delegate the determination of the method to 
run as a function of the type of message associated with the event. 

 
Figure 6: Class diagram of the opportunity seeker implemented in !"#$$% 

Figure 6 shows that the opportunity seeker derives from the !--.'-&=.:.=&>. 
generalization, which actually implements immediate feedthrough of ideas. The 
?@@$)-<'&-*2..1.) class alters this default behavior by maintaining separate buffers, 
one per user, containing ideas that have been put forward by the other users. The buffer 
is stored in the A6.)/$5. class, which also keeps a Timer object that every 
=.)&B>(-&$'C.)&$5 milliseconds checks the time of the most recent key press by the user, 
and if it was more than (>-&=(-&$'#&,.2@(' milliseconds ago, then it delivers up to 
&5.(6!-?'>. ideas to the user. 



The !--.'-&=.:.=&>. and ?@@$)-<'&-*2..1.) classes implement three methods: 6-()-DE is 
executed when a session starts or resumes; @(<6.DE is executed when, for some reason, 
the session needs to be paused; and 6-$@DE is executed at the end of a session. Other 
methods handle the reception and forwarding of messages, but we omitted those for 
brevity. We show in Figure 7 two screenshots of the client application with the 
opportunity seeker running. 

 
Figure 7: !"#$$%. Left: while typing an idea, the user receives no new ideas from the 

group. Right: when the user submits an idea, the others’ ideas are displayed 

5. Laboratory experiment  

We now describe a laboratory experiment that we set up using !"#$$% to test the theory 
that the capacity to attend the group and the group performance improve when groups 
are exposed to the opportunity seeker. 

5.1. Participants 

A total of 11 groups of 5 people, for a total of 55 volunteers (44 men and 11 women) 
participated in the experiment. The median age was 23 years (min. 20 and max. 29). 51 
participants were students (40 undergraduate, 10 M.Sc., 1 Ph.D.), and the remaining 4 
were professionals. A convenience sampling was used to select the participants, who 
were recruited from social contacts and posters on corridors at the University of Lisbon. 
No monetary reward was offered and the only information available was that the 
experiment would concern brainstorming. 



5.2. Apparatus 

The experiment was conducted with 5 laptops having identical hardware (Intel Pentium 
M at 1.2 GHz, 1 GByte of RAM) and software specifications (Microsoft Windows XP 
SP2, .NET Framework 2.0), interconnected by a dedicated 100 Mbit/s Ethernet 
network. Keyboard sensitivity, desktop time display resolution, and brightness were 
controlled. Each computer had screen-recording software (ZD Soft Screen Recorder 
1.4.3), and a web-camera (Creative WebCam Live!) affixed to the top of the screen. The 
client application of !"#$$% was installed on all laptops. 

 
Figure 8: Laboratory room 

Figure 8 shows that the layout of the laboratory room where the experiment was 
conducted comprised a single row of five work desks. We chose this configuration to 
minimize eye contact between the participants (to reduce distractions) while keeping 
staging costs manageable. After some training, a team of two was able to make all 
necessary preparations in about half an hour. 

5.3. Tasks 

The participants were subject to practice and test tasks, both related to brainstorming. 
The practice task allowed them to get familiar with !"#$$%. In the test task, the 
participants were given a question and then asked to generate as many ideas as possible 
by typing on the keyboard and looking at the computer display. Speech and other forms 
of communication were disallowed to mitigate extraneous influences. 

Both practice and test brainstorming tasks were anonymous and allowed parallel input 
from all participants. In this way, we would be using technology to alleviate two well-
known motivation losses, namely evaluation apprehension and production blocking, and 
creating the conditions for participants to generate more ideas (Hymes and Olson 1992; 
Connolly, Jessup et al. 1990). This, in turn, demands greater attentional resources from 
the group members, which is fundamental to this research. 



5.4. Design 

A repeated measures design was chosen for the experiment. The independent variable 
was attention management and every group of participants was under the influence of a 
control treatment, with no group attention management, and an experimental treatment, 
using the opportunity seeker to manage group attention. 

Figure 9 illustrates the differences between the two treatments in a simulated 
brainstorming session, from which we highlight that under the control treatment the 
user immediately received all nine ideas generated by the group in contrast with three 
batch deliveries of ideas under the experimental treatment. Note that for illustration 
purposes we do not show the propagation of ideas 3, 11, and 12 to the group, and we 
also limit the number of ideas delivered at once to five instead of ten, which is the 
actual value in !"#$$%. 

 
Figure 9: Simulation of group and user activity under the control (upper region) and 

experimental treatments (lower region, with the opportunity seeker). In both cases the 
user produces three ideas (numbered 3, 11, and 12) but the exposure to the nine ideas 

s/he received from the other users is different 

The dependent variable, group performance, was calculated from the sum of the 
number of ideas produced by each user on the group per brainstorming session. 

 Groups 
Treatment 1 2 3 4 5 6 7 8 9 10 11 

Control 1/C 2/D 4/C 3/B 1/B 1/A 2/C 3/B 2/B 3/C 1/A 
Experimental 3/B 1/A 2/B 4/C 3/C 2/B 3/A 1/C 1/C 2/A 3/B 

Table 1: Session order/brainstorming question per group and treatment. The questions 
were: A - how to preserve the environment; B - how to promote tourism; C - how to 

improve the university; and D - how to stimulate sports practice 

The order of exposure to the treatments and the brainstorming questions are depicted in 
Table 1, which shows, for example, that group 1 was under the influence of the control 
treatment in the first session, in which ideas for question C were put forward (this 
corresponds to the top-left cell marked 1/C). We note that sometimes the session order 



is greater than two and that four questions were used, because we are reporting here a 
part of a larger experiment with two additional treatments, involving similar 
brainstorming tasks. 

5.5. Procedure 

A trial started when a group of participants arrived at the laboratory room. An 
introduction to this research was given and the participants were informed on their 
privacy rights and asked to sign a consent form. Next, the participants completed an 
entrance questionnaire about gender, age, and occupation. Written instructions with the 
rules of brainstorming and !"#$$% functionality were then handed to all participants and 
read out loud by the experimenter. 

The participants were asked to carry out the practice task for 5 minutes, after which an 
inquiry about the !"#$$% was answered. The group then performed the test tasks in 
succession, each lasting for 15 minutes, with a brief rest period in between. This session 
length was chosen to stress the importance of generating ideas at a fast pace for a 
relatively small duration, in which participants would need to remain attentive 
(interestingly, Dennis, Valacich et al (1996) suggest that time constraints increase the 
rate of idea generation), and also because we wanted to avoid fatigue induced by the 
repetitive measures design. 

At the end of the trial, answers were given to any questions the participants had about 
this research, comments were annotated, and the experimenter gave thanks in 
acknowledgement of their participation in the experiment. 

6. Experimental results 

The results are organized in three parts: firstly, an analysis of the overall group 
performance, which is central to our theory; secondly, a decomposition of group 
performance into consecutive periods over a brainstorming session; and finally, results 
from a post-hoc analysis of group attention based upon more fine-grained data collected 
at the user level. 

6.1. Group performance 

As mentioned above, we used the total number of ideas produced by the group to 
measure group performance. In the following, the brainstorming sessions using the 
opportunity seeker will be designated either as experimental or ?2", while the control 
brainstorming sessions will also be designated F". 

 Groups    
Treatment 1 2 3 4 5 6 7 8 9 10 11 Sum M SD 

ControlG 152 83 133 91 264 77 48 53 66 104 70 1141 103.7 62.0 
ExperimentalG 192 108 113 117 258 77 68 61 76 116 65 1251 113.7 60.8 

Difference 40 25 !20 26 !6 0 20 8 10 12 !5 110 10.0 17.2 

Table 2: Number of ideas produced by groups under the influence of the control (F") 
and experimental (?2") treatments 



The results from our experiment indicate ?2" produced an average of 9.6% more ideas 
than F" (?2": mean = 113.7, stdev = 60.8; ?2": mean = 103.7, stdev = 62.0), as shown 
in Table 2. The Shapiro-Wilk normality test indicated that the normality assumption 
could not be accepted for both the control and experimental data distributions (W = 
0.795, p = 0.008; and W = 0.797, p = 0.009, respectively). Therefore, we applied the 
non-parametric Wilcoxon signed-ranks test, which revealed a 3.7% probability of 
chance explaining the differences (W+ = 45.5, W! = 9.5). 

We also analyzed possible confounding influences from the questions or session order 
on group performance to see if there was a bias introduced by popular questions or a 
learning effect due to the nature of the repeated measures design. We applied the 
Wilcoxon signed-ranks test to both scenarios, which found no significant influences (p 
> 0.205 and p > 0.343, respectively). Given this evidence, we can accept the hypothesis 
that group performance improved when groups were exposed to the opportunity seeker. 

6.2. Group performance over time  

Concerning the analysis of group performance through the duration of the 
brainstorming sessions, we broke down the 900 seconds that each session lasted into 
consecutive periods of 300, 150, and 30 seconds and counted the number of ideas put 
forward during each period. By following this approach we tried to identify any specific 
periods where the opportunity seeker could be more or less effective. For example, a 
brainstorming session may be decomposed in the beginning, when users usually have 
plenty of ideas, the middle, and the end, when users are typically more passive. So it 
would be possible the opportunity seeker be less useful in the beginning of the 
brainstorming session. 

This decomposition is depicted in Figure 10. It shows that in all three periods of 300 
seconds ?2" produced more ideas than F". We obtained similar results at the 150 
seconds level of aggregation. Finally, if we consider periods of 30 seconds, ?2" 
performed better in 21 out of 30 cases. From the evidence collected, there seems to be 
no particular phase when the opportunity seeker could be considered worse than the 
control case. 
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Figure 10: Group performance through the duration of the brainstorming sessions under 

the control and experimental treatments. Top: number of ideas per period of 300 
seconds. Middle and bottom: same, considering periods of 150 and 30 seconds, 

respectively 

6.3. Post-hoc analysis of group attention  

We also performed a post-hoc analysis of group attention using fine-grained data 
collected with !"#$$%. Our main purpose was to analyze the users’ capacity to attend to 
the others’ ideas during the brainstorming sessions, with and without the group attention 
management provided by the opportunity seeker. 

We considered the following variables: #":H, seconds between consecutive deliveries; 
#3:I!, seconds to write an idea; C!A2I, seconds between a user submitting an idea to 
the group and restart typing; F3:I!, characters per idea; F4!J2, total number of 
characters typed per user in a session; and :F4!J2, total characters deleted per user per 
session. 

 Control Experimental Difference Wilcoxon Test 
Variable  M SD  M SD  M SD  W+ W!    p 
:HKJG  82.7 48.1  46.2 14.6  !36.5 37.4  0 1540 0.000 
#":HG  13.7 5.9  21.2 6.1  7.5 3.2  1540 0 0.000 
#3:I!G  25.7 17.3  21.5 11.8  !4.2 12.9  422 1118 0.004 
C!A2IG  34.1 34.3  27.7 19.2  !6.4 21.7  469 1071 0.012 
F4!J2G  1044.8 511.2  1110.4 529.8  65.6 321.4  936.5 603.5 0.164 
F3:I!G  45.6 12.7  43.9 12.9  !1.7 9.5  613 872 0.266 
:F4!J2G  206.7 163.0  199.3 133.3  !7.4 121.9  724.0 816.0 0.703 

Table 3: Results of post-hoc analysis at the user level, ordered by relevance using p-
value 

Table 3 shows a summary of the results we obtained at the user level, including separate 
descriptive statistics for the two cases in which the users were under the exposure of the 



control and experimental treatments (creating two large conceptual groups, without and 
with the opportunity seeker), as well as the output of the Wilcoxon signed-ranks test, 
which we use here to prioritize the data presentation rather than to do null hypotheses 
significance testing. Thus, no family-wise corrections were made. 

Starting with the :HKJ variable, the opportunity seeker reduced feedthrough, that is, the 
number of deliveries of group ideas that reached a user per session, by 44.1%. The 
difference from a mean value of 82.7 deliveries per session to 46.2 was due to each 
delivery having comprised a batch of 1.9 ideas on average (stdev = 1.2), with up to 5 
ideas in 99% of the cases and a maximum batch size of 9 ideas (happening only once), 
unlike the control treatment, in which new ideas were immediately broadcasted, one by 
one, to the group. 

Another consequence of the opportunity seeker captured in variable #":H is that users 
had 54.7% more time, on average, to think about and type ideas without being 
interrupted. This corresponds to uninterrupted periods with a mean duration of 21.2 
seconds, instead of 13.7 seconds in the control case. 

The opportunity seeker trades immediate attention to one idea for less frequent attention 
to a batch of ideas. This could have aggravated the alternation between production and 
stimulation if, for instance, the users had slowed down because of lack of cognitive 
stimulation or information overload dealing with the batches. In fact, #3:I! reveals that 
users on average needed !16.3% time to write an idea in ?2" sessions, corresponding to 
an average cut down of 4.2 seconds per idea when users typed their ideas without being 
interrupted with feedthrough. We also found through variable C!A2I that on average 
the users switched 18.8% more rapidly (or 6.4 seconds faster) from production to 
stimulation (presuming the pauses typing correspond to reading the others’ ideas). 

For the remaining variables in Table 3, the results revealed small differences between 
?2" and F" sessions, thus likely explained by chance. F4!J2, the number of characters 
typed per user in a session, was 6.3% higher in ?2" sessions, influenced by the higher 
number of ideas produced, but balanced by slightly fewer characters per idea (F3:I! 
had a mean variation of !3.7%). Finally, the number of deleted characters, :F4!J2, 
was 3.6% lower in ?2" sessions. 

7. Discussion  

In this section, we elaborate on how users act when they receive feedthrough, then we 
analyze the potential problem of some of the ideas not being delivered because of the 
buffering technique employed by the opportunity seeker, and, finally, we discuss the 
limitations of this study, in particular concerning the lack of a qualitative evaluation. 

7.1. Validation of patterns of user activity 

Earlier, we discussed three patterns of user activity in brainstorming sessions with 
immediate broadcast of ideas. These patterns are important because they supply the 
basic assumptions adopted by the opportunity seeker. 



We now provide evidence for the first two patterns (that users typically do not stop 
typing when they receive feedthrough and that they usually pause after putting forward 
an idea) based upon fine-grained data collected during the laboratory experiment. 

On the one hand, in the first 5 seconds after the reception of feedthrough, users 
continued typing their idea at a mean rate between 1.4 and 1.6 key presses per second 
(stdev between 0.7 and 0.8). On the other hand, after submitting an idea to the group, 
the users almost stopped typing for at least 5 seconds, with a mean rate between 0.1 and 
0.2 key presses per second (stdev between 0.2 and 0.3). This provides evidence to 
validate the two patterns mentioned above. 

7.2. Batch size and inactivity timeout 

We adopted a batch size for feedthrough delivery of 10 ideas. Of course we do not have 
strong evidence regarding this empirical decision. However, we note the average 
delivery of ideas, shown in Table 3, is 1.9. Furthermore, 95% of deliveries had 5 ideas 
or less. These results indicate the specified batch size actually had no impact on the 
experiment, and indeed may be of secondary importance. 

However, care should be taken when considering larger groups. For instance, if the 
group had 20 or more users, and assuming an average rate of 1.5 ideas per minute per 
user and an average time to write an idea of 21.5 seconds (data from Tables 2 and 3, for 
the experimental condition), then the Poisson probability of more than 10 ideas arriving 
during the time to generate an idea is greater than 0.5. In other words, the number of 
ideas arriving would likely be greater than the batch size, in which case there would be 
increasing delays in the delivery of ideas, ultimately leading to several not being shown 
to the users. This might hamper group creativity and productivity although the benefits 
of delivering those extra ideas in larger batches (at a rate of 30 per minute) would 
certainly be outweighed by the cost of information overload. 

We also adopted an inactivity timeout of 10 seconds. Again, we do not have strong 
evidence regarding this empirical decision. But analyzing the numbers given in Table 3 
we observe the participants in control groups had pauses averaging 34 seconds. This 
might indicate the established timeout should have been longer. Interestingly, we also 
observe the participants using the opportunity seeker had pauses averaging 28 seconds. 
This might indicate the timeout effectively served to balance the user’s alternations 
between production and stimulation, which supports our departing assumption. 

7.3. Undelivered ideas 

One of the concerns of buffering ideas during brainstorming sessions, instead of 
immediately broadcasting them, is that the ideas submitted near the end of the session 
may not be delivered to some of the users. This may happen when a user is less 
productive than the others, either because s/he types very slowly or does not type at all 
due to lack of inspiration. As explained earlier, in these circumstances the opportunity 
seeker delays feedthrough until the user finally submits the idea to the group or until a 
timeout occurs. 

Undelivered ideas 0 1 2 3 4 5 6 7 
Number of sessions 40 7 4 1 1 1 0 1 



Table 4: Sessions with undelivered ideas 

Since it is undesirable to have undelivered ideas, we measured group production in each 
OSB session and subtracted from it the number of ideas from others actually received 
by each user. Table 4 shows that in 72.7% of the cases (or 40 sessions out of a total of 
55) all ideas were delivered to the users and that in 20.0% of the times one or two ideas 
were not delivered; the remaining 7.3% were for cases with between 3 and 7 
undelivered ideas, each occurring only once. In other words, these data reveals that the 
users’ natural work rhythm was rapid enough so that less than one idea (mean = 0.6, 
stdev = 1.4) was not delivered at the end of a session with the opportunity seeker, which 
seems reasonable. 

7.4. Limitations 

We had to accept several compromises for this study, most of them related to the 
absence of a qualitative analysis of both the users’ ideas and the videos that were 
captured during the brainstorming sessions. 

Firstly, we did not evaluate nor compare the quality of the ideas due to the subjective 
nature of this task and also because it would have required several evaluators, which 
have not been available so far. Quantity is one of the goals of brainstorming (Osborn 
1963) and there is evidence that quality is positively linked to quantity (Briggs, Reinig 
et al. 1997). On the other hand, we shall also account for research pointing out that 
brainstorming should be evaluated by measuring good ideas (Reinig and Briggs 2006). 

Secondly, we did not investigate duplicate ideas, something that could be explicitly 
addressed in a qualitative analysis. The interest here would be to know if the 
opportunity seeker artificially inflated the number of generated ideas by causing users to 
unknowingly submit ideas equivalent to those stored in the buffer but not yet displayed. 
However, with immediate feedthrough users may not be able to keep up with the others, 
which might also lead to duplicate ideas. Thus, a comparison between the two 
conditions on this topic is appealing and its results could eventually help fine-tune the 
opportunity seeker. 

Thirdly, we always used the same values for the two parameters in the opportunity 
seeker: no more than 10 ideas are delivered at once and the timeout period for 
delivering feedthrough is 10 seconds. We could have considered other values but that 
would have increased the complexity of the experimental design beyond our current 
logistic capacity. 

Fourthly, we faced many problems while examining the video feeds of the computer 
screen and the user’s faces. The purpose was to make observations related to the three 
patterns of user activity identified earlier: (a) if users are able to attend feedthrough and 
write an idea simultaneously; (b) if the pause in typing activity after the submission of 
an idea coincides with the user attending feedthrough; and (c) if periods of inactivity 
correspond to lack of imagination, distraction, or to engaged reading. However, the 
videos showed users who appear to be indiscriminately focused on the task and the 
computer screen most of the time. 

Very occasionally, there was an outward reaction to reading an idea such as a frown or a 
smile. It was also infrequent to observe users acting distracted, for instance, staring 



somewhere else than the computer screen. Given this data, it was impossible to 
accurately distinguish when a user was reading ideas, pausing, or distracted, so we had 
to discard these data. 

Finally, we did not directly assess the degree to which users actually experienced 
information overload. There exist several techniques that could provide insight into this, 
such as physiological measures and self-assessments of mental workload (Wickens and 
McCarley 2008), which could be applied in future experiments. 

8. Conclusions and future work 

We highlighted the need to develop active compensation mechanisms to maintain the 
capacity to attend the group in group support systems. We made contributions to 
conceptualize the group attention problem and studied the problem in the specific 
domain of synchronous brainstorming. 

We developed the opportunity seeker, a component responsible for managing 
feedthrough information. The opportunity seeker considers the natural rhythms of group 
work to identify the most adequate time to raise the users’ attention to the group. We 
showed how the opportunity seeker may be implemented in synchronous brainstorming 
tools, and especially how the most adequate time to raise attention may be detected by 
analyzing the users’ keyboard activity. 

We provide evidence that the opportunity seeker may increase the work done by groups. 
The improvement amounts to 9.6% more ideas produced in synchronous brainstorming. 

In addition, results from a post-hoc analysis show that the opportunity seeker reduced 
feedthrough by 44.1% by combining ideas in batches. This resulted in 54.7% more time 
for users to think about and type ideas without being interrupted. In these conditions, 
the users were 18.8% faster in alternating between generating an idea, which they did in 
16.3% less time, and being stimulated by the other users’ ideas. 

We believe the opportunity seeker addresses the today’s and tomorrow’s information 
overload problems: on the one hand, even if the users in our experiment were not 
overloaded with information, the number of ideas produced was, nonetheless, higher; on 
the other hand, the opportunity seeker affords synchronous brainstorming sessions with 
larger group sizes, because it ensures that each user will be exposed to new ideas from 
others at his/hers own natural rhythm, thus automatically mitigating information 
overload. 

As for future work, we are considering several research paths: one is to address the 
limitations presented earlier; another is to experiment with the opportunity seeker in 
other types of group work; finally, we have plans to introduce an eye-tracker in future 
experiments. 
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