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Abstract—This paper proposes a framework and tool for con-

ducting laboratory experiments with collaborative systems. The 
framework and tool seek to control a large number of experi-
mental conditions, while obtaining fine-grained log data about 
the individual and collaborative activities. Furthermore, the pro-
posed framework and tool allow reusing voice communication 
and questionnaire modules. The paper also reports a laboratory 
experiment where the framework and tool were used to analyze 
the impact of collaboration support on teams performing 
maintenance activities on a network infrastructure. The obtained 
results highlight the capacity of the framework and tool to facili-
tate collaborative systems evaluation.  

Index Terms—collaborative systems, evaluation tool, laborato-
ry experiments. 

I. INTRODUCTION 
The evaluation of collaborative systems is difficult. It is fre-
quently unclear what to evaluate, when and how to do it [1]. 
Trying to answer this last question, several techniques have 
been proposed.  

  One approach to collaborative systems evaluation is to use 
ethnography [2]. This technique has several advantages, such 
as doing the evaluation in the work place, in realistic condi-
tions. The disadvantages are also large, such as the high cost it 
involves, the long period it involves and applicability only af-
ter the system is under operation. 

Another approach is to evaluate by modeling the use of the 
system [2]. The advantages in this case are applicability at any 
time during the system development lifecycle and low cost. 
The problem, nevertheless, is that the evaluation is far from 
realistic. Thus, modeling seems to be at some opposite ex-
treme from ethnography.  

Somehow in the middle between the two extremes are ex-
perimental studies. They are not extremely long, expensive or 
user-demanding. They can be done for formative and confirm-
atory purposes, serving at the same time to explore design ide-
as and to validate theory. And they can also be done with 
some degree of realism.  

Is it possible to effectively support this “jack of all trades” 
collaborative systems evaluation approach? Our proposal is to 
use instrumented microworlds [10, 11] for this purpose. The 
developed tool we present is sufficiently general to accommo-
date several collaborative scenarios. We illustrate its use with 
a case study in which we wanted to assess the improvement on 
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team performance caused by the introduction of a collabora-
tive system.  

Section II below reviews related work on the problem con-
text. Section III presents our evaluation framework. Section 
IV describes the experiment. Section V contains the discussion 
and Section VI provides the conclusions. 

II. RELATED WORK 
Collaborative systems evaluation is a complex endeavour and 
it raises many methodological and practical concerns [1-3]. 
The research literature has been consistently reporting that be-
tween one third and one half of the developed systems end up 
not being evaluated [4, 5]. A recent study found out that, with-
in those systems that were evaluated, only 10% were laborato-
ry experiments [4]. 

Three main reasons have been put forward to explain this 
situation:  
1) The experimental setting is very difficult to define and con-

trol, since one has to consider a large number of independ-
ent variables. Existing collaboration frameworks identify 
the most important variables associated with the group, 
task, process and technology [6-8]. However we should 
expect the emergence of new categories and variables in 
the future; 

2) Laboratory experiments are focussed on closed and repeata-
ble phenomena, while collaboration is inherently associat-
ed with the openness and uniqueness of the human 
behaviour;  

3) Laboratory experiments are based on artificial settings, 
whereas real-world collaboration occurs in naturalistic set-
tings.  

Problem 1) is a very important one, since the quality of ex-
perimental data is highly dependent on the capability to con-
trol the experimental setting. This problem has been 
particularly acute is some specific areas of collaboration sup-
port, e.g. situation awareness [9]. Situation awareness depends 
on very fined-grained cognitive issues, such as attention, inter-
ruption, memory and information overload, which make la-
boratory experiments particularly challenging.  

Cognitive engineers and human factors experts have been 
studying situation awareness using the microworld approach 
[10, 11]. Microworlds are task-oriented environments that al-
low studying human behaviour under simulated conditions 
within a laboratory setting. They simulate basic real-world 
characteristics, while omitting other aspects deemed secondary 
for the purposes of the research.  
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Therefore, microworlds provide some degree of laboratory 
control while affording the complexity and dynamic nature of 
human behaviour when accomplishing a cognitive task [12, 
13]. Being functional simulations, they allow collecting large 
sets of data typically necessary for hypothesis-testing. Moreo-
ver, they can also provide very cost-effective indications for 
concept validation early in the technology development lifecy-
cle [14, 15].  

Problem 2) has primarily been raised by interpretivists who 
emphasize questions of meaning over questions of cause and 
effect [16]. Interpretivists fundamentally seek to understand 
how people behave, interact and ultimately make decisions in 
a collaborative environment. However those who criticize the 
interpretivist approach also point out that although the ques-
tions of meaning are important when exploring scenarios, they 
are less relevant when designing and implementing systems. 
We should nevertheless realize that these two views are not in 
opposition, and both should be used in the technology devel-
opment lifecycle to reinforce collaboration support.  

Problem 3) questions one fundamental tenet of laboratory 
experiments: artificiality is necessary to control the independ-
ent variables and thus resolving problem 1) will actually raise 
problem 3), unless we are open to reduce the control over 
some variables, increasing the naturalness of the experimental 
setting. The microworlds approach, just described above, al-
lows establishing these tradeoffs by retaining some of the real-
world conditions in the artificial setting.  

This is the main reason why microworlds have been adopt-
ed to study emergency management. Emergencies are particu-
larly challenging because they require decision-making under 
time pressure, fluid conditions and scarcity of information. 
Microworlds may actually manipulate the task, the communi-
cation and the shared information to provoke these real-world 
constraints.  

Considering the problems discussed above, the framework 
and tool proposed in this paper adopts the microworld ap-
proach to support the evaluation of collaborative systems. The 
purpose is to facilitate the control of the dependent variables 
affecting collaboration, while at the same time promoting 
some of the real-world conditions found in naturalistic set-
tings. The proposed framework and tool may contribute to es-
tablish cause-effect relationships that may then be combined 
with more interpretative approaches to reinforce collaborative 
systems evaluation.  

III. EVALUATION FRAMEWORK AND TOOL 

A. Framework 
The evaluation framework is built upon five main functional 
requirements:  

Control the experimental conditions. This requirement is 
at the core of any laboratory approach. The main goal is con-
trolling as many influencing conditions as possible. Currently, 
we have been controlling the conditions listed in Table 1. 

Mediate interaction, communication and collaboration. 
The evaluation tool mediates all human-computer interaction, 
human-human communication, and all individual and collabo-
rative actions necessary to accomplish a collaborative task. 
This control is accomplished through an experimental proto-

col, which specifies the roles, tasks, messages, actions and 
feedback that may be performed by the users.  

Execute the experimental protocol. The evaluation tool 
runs the protocol in accordance with the specification, which 
typically includes a practice task (so the users get acquainted 
with the system) and one or more data collection tasks (in the 
case of repeated experiments). Often, during the experiment, it 
is necessary to suspend the task to inquire the participants 
about the task, the collaboration, situation awareness or other 
dependent variables. Thus the protocol also specifies when the 
task should be suspended and what questions should be given 
to the users.  

Emulate group members. One problem with collaborative 
systems evaluation is that they require a large number of users, 
and users tend to rapidly become a scarce resource. However, 
because of the mediating role of the evaluation tool, we may 
consider emulating some group members. This requires hav-
ing predefined user protocols.  

Obtain experimental data. Naturally, the evaluation tool 
must obtain and preserve in context all the information regard-
ing interaction, communication and collaboration. The granu-
larity of experimental data often goes down to the keystroke 
level. 

TABLE 1. CONTROLLED EXPERIMENTAL CONDITIONS 
Condition Observations 
Team size Number of users 
Interruptions The protocol defines the moments when the task 

is frozen and the questionnaires are delivered to 
the users 

Training  The protocol specifies when the users are in-
volved in training and data collection tasks 

Task complexi-
ty 

Task complexity is associated with the number of 
specified actions 

Time to ac-
complish task 

A time limit is specified in the protocol  

Location of 
team members  

The location and movement of users in the physi-
cal space is emulated 

Team composi-
tion 

Roles are specified and associated with specific 
users and actions  

Team structure Specific actions may be associated with privi-
leged roles  

Individual and 
group actions 

The individual and group actions are controlled 
according with the team composition and struc-
ture 

Application use  Controlled by the emulator according with the 
specified roles, actions and feedback 

 

B. Tool  
As illustrated in Figure 1, the developed tool adopts a client-
server architecture. The server is responsible for executing the 
experimental protocol, a workflow that instantiates the prac-
tice and data collection tasks according with a predefined 
schedule. It also manages the client synchronization, trigger-
ing the questionnaires while freezing any other activities.  
 The task descriptions consist of a set of records specifying 
the list of users, roles, actions, etc. These records are stored in 
the microworldSQL database. The server also populates the 
PFCSQL database with log data obtained when running the 
experiment.  
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Figure 1. Architectural view of the evaluation tool 

On the client side, we have four modules (standalone appli-
cations developed in C#) handling voice communication, 
questionnaires, application proxy and environment proxy.  

Let us start with voice communication. In many collabora-
tive settings, voice communication occurs in various ways 
such as face-to-face, through generic-purpose devices like tel-
ephones, and through audio channels embedded in collabora-
tion technology. In order to control the experimental 
conditions, all of the existing communication channels should 
be levelled. By levelling the communication, one may effec-
tively evaluate how the users communicate while avoiding 
channel-dependent influences such as gesturing, body lan-
guage, tone, message delays, etc.  

The voice communication module establishes links between 
selected user(s) using the Voice Over Internet Protocol. Users 
control the links by pressing a button. All voice messages are 
logged and time stamped in the server for later analysis. This 
is a generic module, since it does not have to be configured for 
the specific collaborative system under evaluation.  

Originally, this module allowed users to define which type 
of message they would like to exchange by depressing differ-
ent buttons. This would automatically code the voice exchang-
es. However, as reported later in the paper, we learned that 
users do not comply with the message types they select. Thus 
the message types have been removed and any necessary cod-
ing has to be done by hand at the analysis stage.  

The application proxy must be tailored to the specific col-
laborative application being evaluated. It uses a set of user-
interface tabs to invoke (or emulate) the real application func-
tionality. The tabs provide typical user-interface elements such 
as labels, buttons and list options. The application proxy is 

based on the following relationships (specified in the mi-
croworldsSQL database): users-roles, roles-actions, actions-
interface elements, actions-application feedback, and applica-
tion feedback-interface elements.  

The server logs and time-stamps all of the occurring ac-
tions, as well as the corresponding relationships. The number 
of tabs and user-interface elements that have to be created de-
pends on the complexity of the collaborative application being 
evaluated.  

Of course in most situations the users are not restricted to 
interact with the collaborative application. They may interact 
with other applications and physical devices. They may also 
move around the physical environment. The environment 
proxy is dedicated to emulate this functionality. Again, this 
requires developing a set of tabs and user-interface elements, 
as well as specifying the corresponding relationships.  

Another important module implements the questionnaires 
that are presented to the users at designated times. The server 
triggers this module on some conditions: at particular time 
stamps, after some specific action, or after a certain number of 
actions has been performed by the group. This module is con-
figurable to gather multiple open and closed questions. In Fig-
ure 1 we provide a conceptual view of the developed client 
modules. Real examples are given in Figures 4 and 5.  
 

 
Figure 2. Client view of the evaluation tool 

IV. EXPERIMENT 
The experiments involved 17 teams of 3 participants each. To 
motivate participation and performance, a prize was drawn for 
the elements of the top three performing teams. The teams 
were randomly formed from a list of volunteers (under-
graduate students in informatics).  

The research goal was to assess the influence on team per-
formance caused by a collaborative application providing data 
sharing and task coordination. Two main collaborative settings 
were evaluated: one setting based solely on verbal communi-
cation, and another combining verbal communication with 
collaboration support. Prior to the experimental sessions, the 
teams were briefed regarding the case they had to solve and 
their expected roles. The dependent variables under study are 
presented in Table 2.  
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TABLE 2. DEPENDENT VARIABLES 
Studied Factor Dependent Variables Metric 
Shared Aware-
ness (ShA) 

Scores from question-
naire 

ShA = average score  

Distributed 
Awareness 
(DA) 

Scores from question-
naire 
# voice communica-
tions 

DA1 = average score 
DA2 = average # voice 
communications  

Performance 
(P) 

Time to completion 
# activities 

P = # activities / time to 
completion 

Workload (W) # activities W = # activities 
Effectiveness 
(E) 

# activities E = 1 / (1 - # unneces-
sary activities) 

 
The overall hypothesis, in the null form, for the experiment 
was: Teams operating with verbal communication and without 
application support have the same performance than teams 
operating with verbal communication and application support. 

A. Tasks  
A total of four tasks were presented to the teams. Two of them 
were intended for practice purposes, while two others served 
for experimental data collection. The assigned tasks required 
resolving a failure in a network infrastructure. The defined 
network infrastructure is presented in Figure 3. The four tasks 
are depicted in Table 3.  
 

Computer A1

Computer A2

Computer A3

Router A

Computer B1 Computer B3Computer B2

room A

room B

Router B

Router C Server

room C

 
Figure 3. Simulated network infrastructure 

TABLE 3. TASKS 
Task #1 
Goal Practice 
Setting w/o emulated application support 
Incident Lost of connectivity in computer A2 
Problem               Router A malfunctioning 
Solution Router A firmware update 
Task #2 
Goal Data Collection 
Setting w/o emulated application support 
Incident Lost of connectivity in computer B1 
Problem               Router C malfunctioning 
Solution Router C restart 
Task #3 
Goal Practice 
Setting w/ emulated application support 
Incident Lost of connectivity in computer B3 

Problem               Router C malfunctioning 
Solution Router C firmware update 
Task #4 
Goal Data Collection 
Setting w/ emulated application support 
Incident Lost of connectivity in computer A3 
Problem               Server malfunction 
Solution Server restart 
 

B. Preparation 
Table 4 shows the pool of individual actions that had to be 
emulated, while Table 5 presents the emulated collaborative 
actions.  

TABLE 4. INDIVIDUAL ACTIVITIES 
1. Check computer connectivity 
2. Restart computer 
3. Update/reinstall computer  
4. Check router connectivity 
5. Restart router 
6. Update router firmware 
7. Check server connectivity 
8. Update server 
9. Restart server 
10. Move to room 

 
TABLE 5. GROUP ACTIVITIES 

1. Assign activity 
2. Report device status 
3. Request device status 

 
The network devices (computers, routers and server) where 
considered to have just two states: Operating or Malfunction-
ing.  

C. Questionnaires 
At designated times, the task is suspended and the users are 
requested to answer a questionnaire regarding issues such as 
situation awareness and task comprehension. Relying on these 
answers, the scores for ShA and DA1 may be computed. Fig-
ure 4 shows two samples of these questionnaires.  
 

 
Figure 4. Questionnaires (sample) 

D. Application proxy 
The application proxy was created using three tabs: activity 
assignment, situation monitoring and activity reporting. Using 
the activity assignment tab, a team member may ask another 



> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

5 

one to verify the operating status of a device. The application 
indicates the team members’ expertise and the device loca-
tions to facilitate task coordination. All of the assignments are 
listed in the situation monitoring tab. The activity reporting 
tab enables users to report on the outcome of their actions.  
 

 
 

 
Figure 5. The activity assignment, situation monitoring and activity 

reporting tabs 

E. Experimental design 
The focus of the experiment was on the impact of the applica-
tion on the teams’ performance. The experimental design con-
sidered two scenarios. One scenario only allows voice 
communication. It uses the voice communication module to 
emulate the use of a telephone. The other experimental scenar-
io, besides voice communication, supports task assignment 
and situation monitoring and reporting.  

Three persons constituted the teams. This composition re-
flects the real-world situations that we found in two organiza-
tions we had previously studied.  

The teams were randomly formed from a list of volunteers 
constituted by under-graduate students in informatics that had 
already completed a computer networking course. To engage 
the participants in the experiment, they were told that their 
performance would be analyzed and one additional credit 
could be added to the grade of one course they were still tak-
ing. Each participant signed a consent form allowing data col-
lection and analysis, and committing not to discuss the 
experiment with their colleagues during the next days, while 
the experimental sessions were still being undertaken.  

After completing the consent form, we briefed the partici-
pants about the task and the application they had to operate. 
The experimental sessions encompassed an initial ten-minutes 
period for reviewing and discussing the briefing.  

Overall, the teams solved four exercises. The odd teams 
started with voice only and solved two exercises, the first for 
training purposes and the second for data collection. Then they 
solved two more exercises using the collaborative application, 
one for training purposes and the second one for data collec-
tion. Even teams performed the same tasks in the reverse or-
der.  
 Each team member was randomly assigned a team number 
that was associated with a specific expertise profile and indi-
vidual task capabilities: 

• Team member #1 expertise profile allows Server, Router 
and Computer operations 

• Team member #2 expertise profile allows Router and 
Computer operations 

• Team member #3 expertise profile only allows Computer 
operations 

All of the participants could also accomplish the following 
team activities: 

• Assign: assign a task to a team member 
• Report: report the outcome of an assignment 
• Request: request information regarding a task 
And finally, each one of the participants could communicate 

by voice with another participant. This could only be accom-
plished after pressing a button provided by the voice commu-
nication module.  

After a number of actions performed on the application, the 
experiment was frozen and a questionnaire about the situation 
was delivered to the users. At the end of each session, a de-
briefing questionnaire composed by four questions was also 
delivered (measures for two of these questions are presented 
later):  

• Problem identification: what was/were the device(s) 
causing the problem 

• Solution identification: what were the main operations 
that resolved the problem 

• Who operated a particular network device 
• What operations were performed in a particular device 

F. Pilot Tests  
To fine-tune the experimental design, three pilot tests were 
conducted (Figure 6). These pilot tests lead to several im-
portant changes in the experimental design. First, we decided 
to adopt a flat team structure, since the teams operating under 
a team leader demonstrated a passive attitude. Another factor 
perceived in the pilot tests was that the initial voice communi-
cation module was not working as intended. Initially, this 
module supplied different buttons that should be pressed ac-
cording with the type of voice communication. This intended 
to ease the post-hoc analysis. However, we observed that the 
participants were starting a call pressing any one of the but-
tons; and during the call different types of communication 
were actually taking place (e.g., a task assignment and a re-
quest). Thus the final experimental setting only used one but-
ton for initiating the voice communication.  
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Figure 6. Pilot tests 

The pilot tests also allowed establishing two empirical con-
ditions. One was the exercise duration, which was set at 15 
minutes. The other one was the trigger for questionnaires, 
which would be after 10 actions on the environment proxy.  

Another fine-tuning was related with the briefing sessions. 
A clarification had to be made insisting that the team members 
should avoid moving between different rooms to individually 
resolve the problem and alternatively communicate with the 
group to coordinate their activities. In the beginning, it was 
observed that the more proactive team members immediately 
started visiting all rooms to identify and solve the problem. 
This behaviour was possible since room changes were being 
emulated by clicking on a button. With this note of attention in 
the briefing sessions, the analysis of how the team members 
moved around the simulated environment could be more real-
istic.  

Finally, the last adjustments regarded how to freeze the task 
to deliver the questionnaires. We determined that the freeze 
should finish only when all team members respond to the 
questionnaires, so that the answers consider a known and sta-
ble state.  

G. Measures 
1) Workload 
Team workload was obtained by measuring the number of ac-
tions each team performed in the two settings that were de-
fined. Table 6 shows the average sum of all actions in both 
settings (W - with application support; W/O - without applica-
tion support). As can be observed, the workload was similar in 
both settings. The statistical analysis revealed no significant 
differences in the data sets1.  

TABLE 6. WORKLOAD MEASURES 
 W W/O 

AVG 24,47 23,27 

STDEV 5,26 6,78 
 

 
1 The Wilcoxon signed-rank test was used, since the data had not a normal 

distribution, giving p = 0.62, so the null hypothesis is accepted.  

2) Effectiveness 
All teams under the two experimental settings finished the ex-
ercises. The effectiveness was evaluated considering the num-
ber of unnecessary actions:  

• An update before a check operation  
• An update before a restart operation  
• A restart before a check operation  

Regarding this measure, all teams were equally effective.  
3) Completion Time 
As can be seen in Table 7, the teams operating only with voice 
communication took slightly longer to complete the task. But 
the subsequent statistical analysis revealed no significant dif-
ferences in the data sets2.  

TABLE 7. COMPLETION TIME 
 W W/O 

AVG 6,67 8,16 

STDEV 1,55 3,69 
 
4) Task Perception 
As already mentioned, the users completed a debriefing ques-
tionnaire after each exercise. The questionnaire had questions 
concerning the understanding of the problem and the solution. 
Problem understanding (PU) requires identifying the key de-
vices causing the network connectivity problems. The solution 
understanding (SU) concerns the identification of the key op-
erations necessary to re-establish the network connectivity. 
The answers to both questions were coded as: 0 – if the re-
spondent has no idea about the problem/solution; 0,5 – if the 
respondent partially identified the problem/solution; and 1 – if 
the respondent completely identified the problem/solution. 
Three persons independently coded the responses. Whenever 
concordance was not found, the average score was used3. The 
team scores were then computed from the average scores of its 
members.  

Table 8 summarizes the obtained results. The subsequent 
statistical analysis reveals significant differences in the solu-
tion identification4.  

TABLE 8. TASK PERCEPTION 
 W W/O 

 PU SU PU SU 

AVG 0.63 0.39 0.68 0.59 

STDEV 0.24 0.21 0.23 0.20 
 

V. DISCUSSION 
The experiment discussed above highlights many of the ad-
vantages and drawbacks of the proposed evaluation frame-
work and tool. On the positive side, we may account for the 
capacity to reutilize some instruments, such as the server re-
sponsible for the experimental protocol, and the voice com-
munication and questionnaires modules.  
 

2 The Wilcoxon signed-rank gave p = 0.08, so the null hypothesis is ac-
cepted, although being very close to being statistically significant.  

3 Only 5% of the scores had to be computed this way.   
4 The Wilcoxon signed-rank for PU gave p = 0.35, so the null hypothesis is 

accepted. In the SU condition, p = 0.013, so the null hypothesis is rejected.  
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We also emphasize the capacity to control a large set of ex-
perimental conditions, which have always been difficult to set-
tle in collaborative settings. And we should not neglect that 
the proposed framework and tool not only automate the pro-
duction of a large collection of experimental data but also ease 
the later analysis through a careful consideration for the rela-
tionships between teams, users, roles, actions and application 
feedback.  

The experiment described in this paper also highlights the 
possible advantages of suspending a collaborative task to in-
quire the users about the task and the team situation. Suspend-
ing collaborative tasks may be difficult to achieve in 
naturalistic settings but is easy to orchestrate in a laboratory 
setting under controlled conditions. Furthermore, the users 
may be more promptly and effectively inquired than when us-
ing other approaches such as debriefings and post-hoc analy-
sis. This is especially important when the data being collected 
concerns fine-grained cognitive phenomena, such as group at-
tention, task awareness, mental load, memory, impact of inter-
ruptions, expectancies, etc.  

Of course the associated costs include developing proxies 
for the collaborative application and environmental context 
under evaluation. Furthermore, the laboratory approach re-
quires levelling the communication channels, such that, for 
instance, face-to-face and telephone talks must be substituted 
by a more artificial approach, where users have to explicitly 
request to communicate. When considered relevant to the 
evaluation, the interactions with the environment must also be 
levelled in the same way.  

All in all, the proposed evaluation framework and tool are 
able to capture very insightful information about the group be-
haviour. The reported experiment points out towards the vari-
ous types of measures that may be obtained, such as workload, 
task effectiveness, task completion time and perception, just to 
mention a few. As expected, many of these measures do not 
lead to statistically significant differences.  

However, we have not yet been able to fully explore the 
possibilities of the proposed framework and tool. In particular, 
we have not yet experimented using mixed groups, where 
some group members may be real users while others may be 
artificially set up. This would further increase the value of our 
approach. 

VI. CONCLUSIONS 
We had initially presented the challenge of collaborative sys-
tems evaluation. It was also mentioned that the controlled ex-
perimental approach was perhaps the best tradeoff between 
realism and cost.  

We noticed that not many evaluations are made with the 
experimental approach. Several reasons may explain that or 
perhaps a combination of all of them.  

This paper has presented an evaluation framework and tool 
for the experimental approach to evaluation. It may help to 
ease further application of the technique by various means. 
First, by providing a set of clear requirements for a suitable 
kind of experiments applicable to collaborative systems. This 
can be useful by itself to developers of such systems.  

The second contribution of the paper is the tool. Ours or 
similar tools can implement monitoring, communication and 
data collection in a rigorously conducted experiment.  

Finally, the tool may exploit simulated users, something 
that we will evaluate in future research. This feature would be 
particularly useful when conducting large-scale collaborative 
experiments. Of course, the quality of the obtained results will 
depend on the validity of the users’s simulation.  
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